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1 Introduction

Beginning in the 1980s, socio-economic and political imperatives in South Africa led to a gradual break-
down of the restrictive anti-urban regime. Following South Africa’s democratic transition in 1994, the
country slowly recovered from the tough controls on urbanization and resumed its urban transition.
Freedom of movement contributed to rapid urbanization that was largely driven by rural–urban migra-
tion that caused the population of black South Africans in urban areas to increase from 10.3 million in
1980 to over 20 million by 2000 (Louw 2003). As with other parts of the world, the main driver of
rural—urban migration in post-1994 South Africa has been differences in economic opportunity. South
Africa’s cities are areas of concentration of economic activities and have consistently outperformed the
rest of the country in terms of economic growth. This performance can be attributed to ‘agglomeration
economies’ that allow for the exploitation of economic assets—including sharing of infrastructure, ser-
vices, and information, well-connected infrastructure and a relatively better educated workforce (Turok
2012).

In the mid-2000s, the increasingly popular notion of placing South Africa as a developmental state led to
the initiation of a number of national projects focused on socio-economic need and targeted at specific
geographical economies within South Africa. Within these initiatives, government aimed to facilitate
significant investments in urban economies and secondary cities, with the objective of addressing eco-
nomic growth and unemployment. The launch of the National Development Plan (NDP) in 2012 gave
additional impetus to the government’s plans to overcome constraints to maximizing the potential of ur-
ban economies. In 2012, the National Treasury initiated the City Support Programme (CSP) to address
spatial inequalities and development challenges at the city level. In collaboration with key government
departments, the project aims to harness human, financial, and institutional capacity to improve planning,
implementation, and innovation in order to ensure that cities are more inclusive and liveable, produc-
tive, and environmentally, financially, and economically efficient, while also being resilient to shocks.
Similarly, with the seventh iteration of the Industrial Policy Action Plan (IPAP; 2015/16–17/18), South
Africa plans to maximize the opportunities provided by the linkages and multipliers that exist between
its key labour-absorbing economic sectors in order to (1) extract full value from South Africa’s enor-
mous resource endowment, and (2) ramp up export competitiveness. Included in this objective is a
need to promote increased diversity of South Africa’s industrial sector and for such diversity to enhance
employment opportunities in an environment of rapid urbanization (Amusa and Ngozo 2017).

The strategies described above highlight the growing recognition by policymakers that accelerated ur-
banization and the structure of economic activity within South Africa’s urban centres could help drive
rapid economic growth and reduce the burdens of poverty and inequality. However, for this to become
reality, it is imperative that implementing authorities have a full understanding of the nature of dynamic
interactions between economic activities across major urban centres and outlying areas, and the extent
to which the diversity or concentration of industrial activity enhances regional economic performance.
Initiatives such as the CSP and IPAP assume that the economic development of urban economies will
occur via state intervention aimed at addressing the apartheid spatial economic structures. However,
events such as the global recession of 2008 and subsequent loss of markets and employers in the vul-
nerable sectors of mining and manufacturing are a reminder of the need for proposed interventions to
be sensitive to how geographical dynamics of production and location of firms, as well as the struc-
ture of economic activities within urban areas, influence regional economic growth and development,
and also to have a full understanding of the nature of dynamic interactions between economic activities
across major urban centres and outlying areas, and the extent to which the diversity or concentration of
industrial activity enhances regional productivity.

Empirical studies have identified agglomeration economies—the externality arising from spatial concen-
tration of economic activities—as a key determinant of regional productivity gaps (e.g. Combes et al.
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2012). Despite the urbanization trend in South Africa and the potential for agglomeration economies,
research examining the relationship between agglomeration and productivity across South Africa’s re-
gions remains thin. Most empirical studies that have examined the industry location effects have largely
focused on the determinants of output growth at the level of industries and regions (e.g. Fedderke and
Wollnik 2007; Naudé and Krugell 2006b), or assessed whether location can be used to explain the dif-
ferences in firm efficiency (e.g. Krugell and Rankin 2012). In this regard, the main contribution of this
paper is to fill a gap in the literature by examining the relationship between agglomeration and produc-
tivity using firm-level data sourced from administrative tax statistics compiled by the National Treasury
and the South African Revenue Service (SARS). The value-added of the work carried out in this paper
lies in the explicit modelling of productivity effects of firm concentration through the use of economet-
ric techniques based on the endogenous nature of agglomeration and locational productivity, as well as
spatial spillovers across area-specific borders.

Using the comprehensive firm-level dataset over the period 2008–14, this paper follows an empirical ap-
proach similar to Ding et al. (2016) and Sangalli and Lamieri (2015), and examines the agglomeration–
productivity nexus in two steps. First, estimates of total factor productivity (TFP) are derived from
a standard Cobb–Douglas production function that, besides factor inputs (of labour and capital), is ex-
tended to include variables capturing a set of characteristics that allow for TFP comparisons across firms.
Measures of agglomeration are included to control for the impact of location (region and/or city) effects
on firm productivity.

Firm output and productivity are often location-specific, where factors such as the availability of physical
infrastructure, the need to locate close to sources of raw materials, and decisions on adopting research-
based technology from similar firms play important roles. Such location-specific factors make inter-
linkages between firms inevitable and may cause productivity of a particular firm to be dependent on
the productivity of firms located within the same geographical region. Noting the possibility of such
spillover or neighbourhood effects, the second step in the analysis employs a geospatial econometric
analysis to test the existence of spatial patterns in the agglomeration–productivity relationship. The spa-
tial econometric approach is extended to include firm age as well as measures of industry concentration.
Firm age is introduced to analyse whether, relative to older firms, access to better technology enhances
the productivity of younger firms (vintage capital effects), or whether positive productivity gains are
experienced through leaning-by-doing as a firm ages and becomes more experienced with operating and
managing the production process (Harris and Moffat 2015). Both firm age and industry concentration are
incorporated in the production density model in order to examine the effects of industry agglomeration
(and congestion) on productivity. Additionally, with the geo-referencing of the firm-level administrative
dataset, we are able to complement longitudinal data estimation techniques with a geospatial economet-
ric approach, a framework that allows for the mapping and exploration of spatial links between regional
size and firms’ productivity.

To the best of our knowledge, there is no parallel work in South Africa and indeed in the rest of sub-
Saharan Africa that has sought to utilize a firm-level approach in the investigation of the relationship
between agglomeration and productivity across firms or regional economic activities. The focus of the
present work thus represents one of the first attempts to provide information useful in answering two
important research questions not currently considered in the South African literature. (1) Given South
Africa’s urbanization trend, are firms located in larger regions/cities more productive when controlling
for attributes of individual firms? And (2) do firms benefit from spillovers generated by agglomeration
of economic activities? In turn, an understanding of these questions should contribute to long–term
policy decisions around (1) possible options that could involve trade-offs between the pace of short-run
growth and the creation of systems that are better able to withstand economic shocks; and (2) design
of appropriate spatial concentration/diversification initiatives to foster geography-specific external scale
economies that enhance productivity and allow higher levels of regional development.
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The rest of the paper is organized as follows: in Section 2 we provide a literature review that briefly
describes the approach of extant studies to the analysis of the links between productivity and agglom-
eration. Studies applying spatial methodology in their empirical analysis are also highlighted. Section
3 discusses the SARS–National Treasury data and relevant variables employed in this study. Section
4 outlines the estimation procedure used to calculate baseline productivity estimates at the firm level,
discusses the results, and compares productivity across firm groups and South Africa’s municipalities.
Lastly, Section 5 provides a way forward on the spatial econometric approach that will represent a key
aspect of this study’s future research.

2 Literature review

The analyses of the benefits from agglomeration economies are strongly influenced by the early works of
von Thünen (1826) and Marshall (1890). Taking detailed observations on patterns of agricultural activ-
ities around cities in pre-industrial Germany, von Thünen (1826) developed the earliest location model.
Employing general assumptions of perfect competition in a single market surrounded by farmland, the
location model advanced the theory that agricultural production is a function of distance from the mar-
ket. Based on the model, farmers surrounding the market can be expected to produce crops that have the
highest market value (highest rent) in order to generate the maximum net profit (the location, or land,
rent). Producing in specific areas where the locational rent is the highest would result in a system of
concentric rings, with every ring specializing in different agricultural activities based on transportation
costs, weight, and perishability.

More insight into the concept of geographical economies was provided by Marshall (1890), who sought
to explain the concentration of cutlery and hosier industries in parts of England, France, and Germany.
Marshall noted that industrial districts—the concentration of specialized industries in specific regions,
arose from three key factors: (1) easy access to infrastructure (water) and raw materials (iron and coal
deposits); (2) an available market mainly from patronage of royal courts; and (3) concerted efforts by
authorities/rulers aimed at encouraging skilled labour (artisans) to settle in specific areas (Naudé 2003).
The combination of these factors created pronounced geographical clusters in which the industrial struc-
ture was characterized by a skilled pool of labour (due to skills transfer from migrant/settler labour to
locals), a diversity of supporting auxiliary industries (e.g. financial, technical, and transportation), and
firm specialization in the various stages and processes of production. Marshall (1890) attributed the pro-
ductive efficiency present in a geographic cluster to the fact that unlike single firms operating outside a
particular cluster, spatial concentration allowed industries to benefit from linkages that promoted knowl-
edge spillovers via information sharing between and among firms about innovations, new technologies,
and markets (Cody 2006).

Marshall’s explanation of industrial clustering and agglomeration economies was premised on obser-
vations made within a single industry cluster. The rapid industrialization of the economies of Western
Europe and the United States in the first half of the twentieth century prompted efforts to explain ag-
glomeration economies in a multi-industry and multi-location setting. In this regard, notable extensions
to Marshall’s notion of agglomeration economies were carried out by Ohlin (1933) and Hoover (1937,
1948), who classified agglomeration economies into two subcategories—localization economies and ur-
banization economies. The former describes specific economies that relate to firms engaged in similar
or interlinked activities, resulting in the spatial agglomeration of related firms. In such cases of localized
industry clusters, individual firms are affected by co-location with industries within the sector to which
that specific firm belongs. On the other hand, urbanization economies describe the spatial concentration
of economic activities involving unrelated firms and where industry agglomeration arises from either
the size of a regional economy or the extent of urban concentration. Such regional economies permit
diverse firms to share a range of public utilities/infrastructure, as well as specialized business and trans-
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port services, all of which are typically provided by the state or market (Malmberg et al. 2000; Parr
2000).

Following this classification, modern extensions to the theory of agglomeration economies sought to
understand whether diversity or specialization of economic activities better promotes productive effi-
ciency. Building on Marshall’s (1890) idea of industry agglomeration, Arrow (1962) and Romer (1986)
put forward a concept, later formalized by the seminal work of Glaeser et al. (1992) as the Marshall-
–Arrow-–Romer (MAR) model. This model argues that proximity matters and that gains from knowl-
edge spillovers may only be realized among same-industry concentrated firms. A key additional predic-
tion of the MAR theory is that local monopoly is better than competition as it limits the transmission
of information, thus protecting ideas and allowing for rents from innovation to be internalized by the
innovator(Beaudry and Schiffauerova 2009). In contrast to the MAR model, Jacobs (1969) argues that
diversity of industries within a geographic region may act as a viable mechanism for expanding the
scope for innovation and economic growth. The diversity of geographically proximate industries fosters
opportunities for firms to share and learn ideas and best/efficient productive practices across industries.
Using the theory of comparative advantage, (Porter 1990, 1998) examines firm productivity and innova-
tion capability with a framework in which location is the main driver of competitive advantage within
the context of a globalizing economy. In this framework, the cluster is defined as a group of intercon-
nected industries in a particular field, linked by specialized buyer–supplier relationships or connected by
similar and complementary technologies or skills. Linkages within geographic clusters promote local-
ized increasing-returns effects that translate into competitive advantages via reductions in transport costs
and increases in the flow of information. In turn, these competitive advantages allow constituent firms
within a cluster easier access to specialized inputs (supplies and labour), facilitating higher levels of
productivity and firm capacity for innovation as well as stimulating new business formation in a manner
that supports innovation and expands the cluster (Gjeslvik 2014). Based on Marshall’s theorization of
external economies, Krugman (1991) combines a monopolistic competition model and pecuniary exter-
nalities associated with forward–backward linkages to show that large-scale agglomeration economies
are the result of an interaction between economies of scale that create increasing returns, transportation
(or geographic transaction) costs, and regional market potential (Simonis 2002). In Krugman’s theo-
retical framework, spatial agglomeration can emerge in the absence of inter-industry linkages as the
co-location of firms is a feature of an endogenous process arising from technological lock-in, historical
accident, or coordinated policy or political decisions. If such decisions cause a particular geographical
area to become specialized in a specific type of economic activity, then potential access to greater re-
gional markets and increasing returns to scale may stimulate more firms to locate to the area (Karlsson
et al. 2005).

Empirical tests examining the influence of the different types of agglomeration on firm productivity
have reached various conclusions. Braunerhjelm and Borgman (2004) analyse the relationship between
concentration (in manufacturing and service sectors) and growth across Swedish regions for the period
1975–99. Their analysis indicates a positive and significant relationship between geographic concen-
tration and labour productivity growth. They also find that greater levels of industry concentration and
regional entrepreneurship stimulate productivity growth than skill levels and scale economies. Boschma
and Iammarino (2009) examined the effect of agglomeration economies as well as the breadth and nature
of international linkages on regional economic growth. Finding strong evidence that economic activity
within related industries and regions contributes to regional economic growth, they conclude that re-
gional growth is not influenced by being well-connected to the outside world or having a high variety
of knowledge flowing into a particular region. Making a distinction between the size of the industrial
sector and the density of the urban economy, Ke (2010) studied the effects of industry agglomeration
and congestion on urban productivity across 617 Chinese cities in 2005. The results show that industrial
production is an important cause of higher productivity in large industrial cities and cities in neighbour-
ing regions, with the higher productivity resulting from concentrated industrial production allowing for
further agglomeration. Results derived from a spatial econometric model show that intercity spillovers
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are a key contributor to increased agglomeration and productivity in neighbouring cities. Using survey
data, Schmit and Hall (2013) analyses the importance of various firm, market, and agglomeration factors
affecting New York food processors. Their results indicate that firm growth is related to important inter-
industry market conditions. In addition, the clustering of similar manufacturers has important effects
on firm revenue growth, with the benefits of firm clustering increasing significantly with the level of
local urbanization. Hafner (2013) evaluates the impact of agglomeration economies on the clustering
of European and German firms. Overall, empirical evidence provides support for the existence of inter-
industry economies for all types of European firms and specifically for German knowledge-intensive
firms.

A number of previous studies have analysed the agglomeration phenomena in South Africa. Most of
these studies (e.g. Brand 2017; Lewis and Bloch 1998; Mahofa 2017; Naudé and Krugell 2006a; Turok
and Borel-Saladin 2013) have either focused on spatial distribution of economic activity or examined the
economic effects of urbanization and the role of agglomeration in fostering growth of economic zones
and city-region economies. The notable exception to this trend are the studies by Fedderke and Wollnik
(2007) and Krugell and Rankin (2012). Employing industry data at the provincial level, Fedderke and
Wollnik (2007) consider a panel of regional distribution of firms within South Africa’s manufacturing
sector to evaluate the spatial structure of production. Their results indicate that high plant-internal
scale economies, intensity in the use of human capital, and high industry-specific productivity gradients
between regions are linked with greater geographical concentration of an industry. They also find lower
levels of concentration in industries with strong inter-firm linkages and report that scale economies are
the most important pro-concentration force. Krugell and Rankin (2012) employ data from the 2003 and
2007 Investment Climate Assessment World Bank Enterprise Surveys, and examine whether location can
explain differences in the efficiency of South African manufacturers. The estimates from a firm-level
production function incorporating location-specific explanatory variables show that place-specific size of
the home market, level of education, and share of exports are found to be positively related to firm-level
productivity. They also find that there is a negative relationship between manufacturing specialization
and efficiency, and an indication that firms gain more benefits from diversity and urbanization economies
than from specialization and localization economies. To the best of our knowledge, however, no previous
study using South African administrative data has analysed the relationship between regional size and
productivity with firm-level data and conditioned on attributes of individual firms.

3 Empirical framework

3.1 Productivity estimation

In establishing the link between agglomeration and firm productivity, agglomeration economies are
typically treated as a kind of technology component that serves to shift the firm’s production or cost
functions. Following Krugell and Rankin (2012) and Rankin (2001), we note that at the firm level a
typical specification of the production function would be

Y = g(U) f (X) (1)

where Y is the the output level of the firm, X is a vector of factor inputs (such as land, labour, capital, and
materials), and g(U) is a vector of influences on production that arise from agglomeration economies,
which captures the firm’s environment and allows for the influence of agglomeration. Accordingly, we
use firm-level data to provide an empirical representation of the type of production function outlined
above, allowing for estimation of the effect of agglomeration on firm productivity. This is achieved by
specifying a variant of the translog production function which includes a primary production function
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along with a set of inverse input demand equations. Using this particular approach, we can sketch out a
reasonably complete specification of the production technology of firms which allows us to analyse the
agglomeration–productivity nexus. From the literature review, industry agglomeration is generally as-
sumed to improve firm productivity through localization or urbanization economies. Martin et al. (2011)
suggest that when firm-level data is available, a natural empirical approach to follow is the estimation of
a standard Cobb–Douglas production function, of the type:

Yit = AitK
βk
it Lβl

it Mβm
it (2)

where Yit is the value–added of firm i at time t, Ait is the Hicks neutral efficiency level or TFP, Kit

denotes capital stock, Lit is the total labour force of firm i at time t, and Mit is the cost of intermediate
inputs. The parameters βk, βl , and βm are the output elasticities of capital, labour, and intermediate
goods, respectively. Log-linearizing the production function, one obtains:

yit = β0 +βkkit +βllit +βmmit + εit (3)

where lnAit is defined by the term αit , and where lower case denotes the log of variables in Equation
2 and ln(Ait) = β0 + εit . The constant term β0 is a measure of the average efficiency level across firms
and over time, with εit a composite error term that embeds a productivity shock that is only observable
to a firm affected by its occurrence. Decomposing εit into its observable and unobservable components
yields the following equation:

yit = βo +βkkit +βllit +βmmit +ωit +υit (4)

where ln(Ait)≡ β0 +ωit represents firm-level productivity. ωit is the component of the composite error
term that is observed by the firm when making decisions on optimal factor input choices—that is the
transmitted productivity component, and is thus correlated with capital, labour, and intermediate inputs.
υit is an idiosyncratic error term that represents unexpected deviations from the mean due to measure-
ment error, unexpected delays or other external circumstances (Beveren 2012). The main difference
between εit and υit is that the former is a state variable that impacts the firm’s liquidation and input
decision rules, while the latter has no impact on the firm’s decision problem and results from either a
measurement error or a non-predictable productivity shock (Olley and Pikes 1996; Petrin et al. 2004).
From Equation 4, TFP can be estimated as the level of output not attributable to factor inputs and reflects
productivity associated with efficiency gains and technical progress. In this case, TFP is calculated as a
residual term that is expressed as:

ln ˆ(Ait)≡ β̂0 + ω̂it = yit − β̂kkit − β̂llit − β̂mmit (5)

Alternatively, when υit are assumed to be unobserved factors contributing to firm efficiency, then ln(Ait)≡
β0 +ωit +υit .

Estimation of the model specified in Equation 4 using a traditional econometric approach such as panel
pooled ordinary least squares (OLS) relies on the assumption that inputs in the production function
are independent of either productivity shocks or a firm’s efficiency level. According to Marshack and
Andrews (1944), this assumption is not always valid as profit-maximizing firms are able to observe
productivity early enough to influence their input levels. Hence, firms will mobilize additional inputs
(reduce the use of inputs) in response to positive (negative) productivity shocks. Sangalli and Lamieri
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(2015) note the role of prior beliefs in input choices, with labour allowed to vary according to produc-
tivity shocks and firm decisions on capital inputs predetermined on the basis of investment decisions
undertaken in the previous period. The possible endogeneity of inputs creates a simultaneity problem in
the estimation of Equation 4 as the correlation between regressors and error term will yield biased and
inconsistent estimates of the coefficients for the labour, capital, and intermediate inputs.

One approach to addressing potential biased and inconsistent OLS estimates is to estimate Equation 4 us-
ing a fixed-effects regression technique. One drawback of fixed-effects estimation is the assumption that
the relationship between productivity and firm behaviour is time-invariant. Since this assumption may
not necessarily hold, a class of semi-parametric models have been developed to address the econometric
challenge posed by unobserved heterogeneity and simultaneity using micro-level panel data.

The two most popular of these models include the approaches of Olley and Pikes (1996) and Levinsohn
and Petrin (2003) (hereafter OP and LP, respectively), which use a two-stage procedure where unob-
served TFP is proxied by state variables such as investment or intermediate inputs, to account for the
simultaneity problem. In this study, we adopt the LP method to estimate TFP. As He et al. (2017) note,
estimating Equation 4 using the the LP method yields unbiased estimates of the production function,
even when variable inputs are endogenous to local conditions or other time-varying unobservables that
influence productivity.1

Where intermediate inputs are used to proxy for unobserved productivity level, then intermediate inputs
can be expressed as a function of capital and productivity: mit = mit(kit ,ωit). Demand for mit is as-
sumed to be monotonically increasing in ωit . This allows for the inversion of the intermediate demand
function such that the unobservable productivity term is expressed solely as a function of two observed
inputs:

ωit = ωit(kit ,mit) (6)

Using Equation 6, the production function in Equation 4 can be rewritten as

yit = β0 +βkkit +βllit +βmmit +ωit +υit

= βllit +φt(kt ,mt)+υit
(7)

where now φt(kt ,mt) = β0 +βkkit +βllit +βmmit +ωit(kit ,mit)

Estimation of Equation 7 proceeds in two steps. The first involves first-stage least squares regres-
sion:

yit = a2lit +φ(mit ,kit)+µit (8)

1 The choice of the LP method over that of OP is dictated by the data. The OP estimator employs a firm’s investment decision
and state of exit as proxies to overcome simultaneity. This implies that application of the OP method is not feasible when the
data contains a large number of zero-investment observations or there is difficulty recovering reliable data on investments for
small and medium-sized firms. The OP estimation also requires investment to be a strictly monotonic function of unobserved
productivity. A large number of zero observations for the investment variable in South Africa’s administrative tax data will
require the unrealistic assumption that all firms with zero investment have the same level of unobserved productivity. In
addition, information on the firm’s exit does not truly reflect a change in operational state, and thus negates the validity of firm
exit as a proxy for unobserved productivity. These problems are circumvented with the LP method.
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where the consistent estimation of parameters of Equation 8 using the OLS method is made feasible by
substituting a third-order polynomial approximation in kit and mit in place of ωit(kit). The estimate of
φ (kit , mit) is then specified as

φ̂it = yit − β̂llit (9)

Equation 9 provides estimates of βl and ψt . The second stage of the LP procedure yields estimates of βk
via a nonlinear regression of the form:

yit = β̂llit − β̂kkit = ψ(φ̂it−1− β̂kkit−1)+υit (10)

where ψ(·) is another polynomial of order three. He et al. (2017) note that Equation 10 is estimated by
minimizing the sum of squared errors and once â1 andâ2 are recovered, then the predicted value of TFP
can be obtained as

ω̂it = yit − β̂llit − β̂kkit (11)

3.2 The spatial model

Studies on firm productivity are limited in scope when they ignore possible externalities or spillover ef-
fects coming from other geographic partitions (particularly the nearest ones) constituting the economic
system of the region (Davi and Barbaccia 2015). Given the spatial dimensions of South Africa’s eco-
nomic development, the empirical analysis of the relationship between urban agglomeration and firm
productivity will need to account for the presence of spatial spillover effects. In this context, the analyti-
cal framework for the spatial analysis of productivity and agglomeration is described in Figure 1.

For the next step in the empirical analysis, we formalize the analytical framework into a complete spatial
autoregressive model (SAR) in order to estimate the possible presence of TFP spillovers originating
from a firm’s geographical or sectoral neighbours. For a cross-section of n spatial units, the interactions
between such spatial units can be expressed by a SAR model of the form:

yn = Xnβn +λnWnyn +un

un = ρnMnun + εn
(12)

where yn denotes n×1 vector of observations (i.e. firm-level TFP estimates) of the dependent variable,
Xn denotes the n× k matrix of exogenous regressors, Wn and Mn are n× n row-normalized spatial
weight matrices with zeros in the main diagonal. n represents the number of firms in the sample, and the
elements of the matrix W refers to ‘spatial weight’, measuring the strength of the relationship between
neighbouring firms. un denotes the n× 1 vector of regression disturbances while εn is an n× 1 vector
of innovations. λn and ρn are spatial autoregressive parameters, and βn is a k× 1 vector of unknown
parameters (Kelejian and Prucha 2010). By stacking the equations over time periods, Equation (12) can
be transformed into its panel representation, defined as:

y = λWy+Xβ+u
u = ρMu+ ε

(13)
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Figure 1: Hypothesized channels for exploring industry agglomeration and firm productivity in South Africa

Source: authors’ creation.

Despite not having actual firm locations (x,y coordinates), with municipality as the spatial unit of analy-
sis, we were able to aggregate the firms’ TFP at the multiplicity level and to conduct a rigorous analysis
of the inter-regional spillovers of local firm-level productivity by estimating a formal versions of Equa-
tion 12 expressed (in stacked form) as:

ln(t f p)t = λW ln(t f p)it +Xit +(βW(Xit))+ εit (14)

where the ln(t f p)it object contains (logged) levels of aggregate TFP for firms in location i at time t,
where firms’ TFPs were derived from estimation of Equation 5, λ is the SAR parameter associated with
the spatial lag of TFP W ln(t f p)it , with W accounting for the weighted contributions of the productivity
levels pertaining to neighbouring firms j. Xit is a vector of exogenous covariates, (βW(Xit)) is included
for the spatial distribution model (SDM) estimation, and represents the weighted lags of the covariates.
εt is a pure idiosyncratic error term (He et al. 2017).

4 Data description and variable measurements

4.1 Data

The data used is from a recently compiled administrative dataset developed as a joint SARS–National
Treasury–UNU-WIDER initiative. Known as the SARS–NT Panel, the compilation of the dataset on
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an annual basis from 2008 through 2014 makes use of four different sources: (1) company income tax
(CIT); (2) employee income tax certificates (IPR5 and IT3a submitted by employers); (3) value-added
tax (VAT); and (4) customs data. For the purpose of this paper, only the first three sources are neces-
sary. The data includes identity variables for firms (tax reference number: Tax_RefNo) and individuals
(payee reference number: PAYE_RefNo). Matthee et al. (2018) notes that tax return forms completed by
larger firms differed from those completed by others from 2013 onwards. However, the appended data
addresses this issue, and the variables required for TFP calculations were adjusted accordingly.

For this study, there are two aspects to the data compilation and analysis. The first aspect is concerned
with the calculation of TFP, which links directly with the CIT_IRP5 data. The data links each inputted
individual’s IRP5 data with a corresponding firm tax return, either through the company-completed
CIT or the employer-completed IT3a. This allows for the calculation of TFP at the firm level. To
calculate TFP, there are five main variables necessary: income/revenue or value-added, intermediate
inputs, capital, labour, and costs. From the Levinsohn and Petrin (2003) approach to TFP calculation,
the dependent variable can either be the firm revenue or the value-added reported by the firm. Both
variables are available in the SARS–NT panel. However, the literature has shown that revenue is the
better measure of firm output, and value-added should only be used as an alternative in the absence of
firm revenue. Furthermore, the data has more instances of missing value-added observations relative to
firm revenue. Thus, in this study, firm revenue is chosen as the dependent variable. In the case that any
one of these variables is missing, the TFP for such a firm is not obtainable. Hence, firms for which one
of the core TFP calculating variables is missing are dropped from the analysis.2

In a similar manner, the data has several different measures for labour, with some weighted and others
unweighted. Six employment measures are available in the data: employee numbers based on the num-
ber of forms submitted (IRP5_forms), employee numbers based on selected codes but excluding pen-
sioners (IRP5_empl), employee numbers inclusive of pensioners (IRP5_empl3601) and their respective
weighted versions (IRP5_forms_daysweight, IRP5_empl_daysweight, and IRP5_empl3601_daysweight).
The weighted measures are closer estimates to actual labour numbers, as there is the possibility of an
individual being counted as a full-time, full-year employee with several firms in the same year, whereas
this employee would actually have split their time between all those firms. With the weighted measure
of employment, such multiple counting is accounted for, and weights assigned to adjust for the hours
dedicated to a linked firm. For this study, the weighted version of IRP5_empl (IRP5_empl_daysweight),
is included as the employment variable in estimating firm-level TFP.

The second way in which the spatial agglomeration analysis is carried out is to compile the data for
location and agglomeration dynamics. This requires combining location data with the CIT and IRP5
data. The data with firm location contains information on each firm’s PAYE reference number, as well
as four locational information variables: province, district municipality, local municipality, and main
place. Among the four available location variables, main place is the narrowest geographical level
available. However, this variable has the largest number of missing observations of the four. Local
municipality was thus selected as the indicative spatial unit. In order to merge the location information
with the administrative tax data in the CIT_IRP5 dataset, the PAYE reference numbers were matched
with their employees using the linked corresponding tax reference numbers. It is only after this matching
has been carried out for each year that the location data can be matched to the CIT_IRP5 data. In total,
the matched firms with location data resulted in about 500,000 firms. However, there were only about
10,000 firms from 2008, and thus the problem of missing observations persisted.

2 The year 2008 is especially problematic as it has many firms with at least one required variable missing. Out of 500,000
firms with comprehensive geo-referenced data and for which TFP was calculated over the entire sample period, about 10,000
firms had complete observations in 2008. These firms account for a low proportion (about 2 per cent) of the entire dataset and
were subsequently excluded from the spatial analysis.
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The empirical analysis of spatial and agglomeration effects on firm productivity, the focus of this study,
requires that a firm’s municipal information is available consistently across the period 2008–14. How-
ever, given the low firm representation in 2008, which had only 82 municipalities represented out of
the possible 213, there were unbalanced panel issues. Due to the low number of cases and spatial units
represented in 2008, we did not include the 2008 data is the spatial panel model.

The vector of exogenous covariates, Xt , in Equation 14, considers two types of independent variables:
firm characteristics that have no impact on other firms, and market conditions that affect not only firms
in a specific area, but also firms in neighbouring geographical regions. The literature (e.g. Feng and
Wang 2019; Sheng and Song 2013) highlights the important role of firm-level characteristics in deter-
mining productivity. For the choice of firm idiosyncrasies, we use firm age (age) to capture the potential
productivity gains associated with the operational context in which firms are located. More specifically,
firm age is included to evaluate whether younger firms are more able to adapt new technology and pro-
duce more efficiently than older plants, or whether as firms age they improve their productivity over time
by learning from their experience of operating within an industry (or market). Noting the information
available in the tax administration database, we follow the suggestions of Harris and Moffat (2015) and
consider two aspects of the local market environment: an index of industry (or market) concentration
across firms, and a measure of industry agglomeration. The concentration index serves as a measure of
market power, and is included to take into account competition effects. To estimate market concentra-
tion, we use the Herfindahl—Hirschman index (HHI) of gross sales in a particular industry relative to
the value of output produced nationwide. The HHI is defined as:

HHI =
n

∑
n=1

s2
i (15)

where si is the share of gross sales by industry (or economic sector) i in overall gross sales by all
industries (or economic sectors). The HHI takes a value between zero and unity, with smaller values
indicating stronger competition. The HHI is thus able to capture the effect on concentration not only of
the dimensional variability of firms, but also of their number.

Urban economic theory posits that firms gain productive advantages from locating in close proximity and
the existence of such advantages can explain the formation and growth of cities and compact industrial
areas (Graham 2007). The traditional approach to measuring agglomeration utilizes total population or
total employment to provide an empirical measure of city size. However, this approach is criticized for
its simplicity and its reliance on administrative areas that do not readily correspond to cities or urban
densities/agglomerations.

We note that difficulties arise when one tries to set boundaries to define distinct metropolitan areas. For
instance, while Johannesburg and Pretoria are nominally two separate cities, there is interaction between
the two over relatively small distances that arguably prevents them from being truly distinct. Likewise,
it is conceivable that a firm located outside the Johannesburg metropolis can still enjoy agglomeration
benefits through proximity that arise from the scale of Johannesburg and its industries. The goal is to
avoid placing a-priori restrictions on the geographic scope of agglomeration that correspond to some
predefined boundaries. In light of these considerations, this study follows Graham et al. (2010) and
obtains an agglomeration measure based on the concept of effective density. This concept combines the
scale/size of the city or agglomeration with a relative proximity to activities, where applicable densities
can be calculated for very small areas of the country. Specifically, we use municipal-level employ-
ment to construct a measure of agglomeration experienced by each firm. The total effective density of
employment that is accessible to any firm located in municipality i is given by
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Ui =
Ei

ri
+

t 6= j

∑
j

E j

di j
(16)

where Ei is total official employment in municipality i, ri is an estimate of the radius of municipality i,
E j is total employment in municipality j and di j is the distance between i and j. The effective density of
the employment measure of agglomeration (Ui) is designed to contain an implicit transport dimension:
proximity. The measure of proximity used is based on the straight-line distance and is calculated using
Pythagoras’ theorem and the x,y coordinates of the municipal centroid.3

Finally, spatial weights are an essential element in the generation of spatial autocorrelation statistics. To
capture the existence of a neighbour relationship, we construct a spatial weight matrix W of reciprocal
influences based on adjacent municipalities. W is thus derived using the contiguity method whereby
weights indicate whether spatial units share an adjacent boundary or not.4 For this purpose, we follow the
example of He et al. (2017), with firms geo-referenced according to latitude and longitude coordinates.
The coordinates are derived from the location of the spatial unit (in this case a municipality, m) pertaining
to the main operational region of each firm in the SARS–NT panel. The generated weights are thus a
function of shared municipal borders between firms in municipality i and a generic neighbour firm in
municipality j.

Table 1 shows the variables used in the estimation of our production function as well as in the SAR
model. Similar to Matthee et al. (2018) and Pieterse et al. (2018), from the CIT_IRP5 data, we obtain
variable values as follows: firm output values are derived from the income statement’s sales (turnover)
variable; capital is computed from the balance sheet’s non-current assets (i.e. fixed property, plant,
and equipment plus other fixed assets where available); labour costs include (where available) wages,
as well as contributions to insurance, the unemployment insurance fund and the skills development
levy, pension, provident fund, medical scheme, professional body membership, and training. Finally,
intermediate inputs are calculated from the income statement using the cost of sales variable where
available and purchases otherwise. From the summary statistics in Table 1, two features stand out.
First, on average, the number of employees hired by firms is 37, indicating a substantial proportion of
small and medium-sized firms engaged in economic activities in South Africa. Second, over the sample
period, the average firm age was just over 15 months, indicating extensive firm-level churn across South
Africa’s productive sectors.

3 By following this approach, we generate effective density measures of agglomeration that have a number of desirable prop-
erties, including (1) allowing for a highly flexible spatial framework that is not constrained by predefined spatial units such as
administrative areas or metropolitan definitions; (2) densities that incorporate an implicit transport dimension as they reflect
the importance of the scale and proximity (accessibility) of economic activity to each firm; (3) applicability to estimations for
very small areas of the country (i.e. the 500 municipalities) allowing for a high degree of spatial detail in analysis; and (iv)
ability to serve as a useful proxy to represent the time and cost, as well as physical, dimensions of density.

4 Prior to normalization, the spatial contiguity matrix expresses the existence of a neighbour relation as a binary relationship,
with weights 1 and 0, with 1 indicating that municipal areas are adjacent.
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Table 1: Variables, definitions and summary statistics

Variables Mean Std dev. Min. Max.

Gross sales/revenues (Y) 4.47E+07 1.14E+07 1 5.80E+10
Capital (K) 1.06E+07 1.02E+09 1 5.80E+11
Labour (L) 37 385 0 48307
Intermediate input (M) 3.24E+07 7.11E+08 1 2.32E+11
Labour cost (W) 4,337,706 8.01E+07 1 2.24E+10
Firm age (Age) 15.71 11.62 1 72†

Agglomeration (Agglo) 48,838,553 1,956,692 1,338,961 1.51E+07
Herfindahl–Hirschman index (HHI) 0.021 0.05 0.002 0.794

Notes: † derived by multiplying the number of months in a calendar year with the duration of a firm’s existence as recorded in
the CIT information used in compiling the tax administration database. With the exception of the measure of agglomeration,
there were 491,309 observations for each variables. Observations for Agglo totalled 469,222.

Source: authors’ calculations using data from SARS–NT panel dataset.

5 Empirical results

5.1 Estimates of the production function

Table 2 summarizes the results of parameter estimates of the baseline production function estimated
using the OLS, fixed effects, and LP, as well as Wooldridge’s (2009) two–step procedure. As earlier
stated, the OLS approach does not account for the simultaneity in place between productivity shocks
and the choice of inputs in the production function (i.e. labour input), while the fixed effects assumes
a time-invariant relationship between productivity and firm behaviour. However, both represent useful
upward benchmarks for the LP estimates.5

Table 2: Estimates of production function using OLS, FE, LP, and Wooldridge approaches

(1) (2) (3) (4)
Coefficient (variable) OLS FE LP WLDRG

βo 2.831 (0.01)*** 6.101 (0.000)***
βk (k) 0.03 (0.000)*** 0.01 (0.000)*** 0.017 (0.000)*** 0.02 (0.000)***
βl (l) 0.07 (0.000) *** 0.09 (0.000)*** 0.05 (0.001)*** 0.18 (0.001)***
βm (m) 0.514 (0.000)*** 0.450 (0.000)*** 0.457 (0.04)*** 0.194 (0.004)***
βwages (labour costs) 0.343 (0.000)*** 0.182 (0.000)*** 0.241 (0.03)*** 0.666 (0.005)***

Observations 488,968 488,968 488,968 318,080
R2 0.905 0.582
Tax reference numbers 149,849
Groups 149,849 149,849

Notes: standard errors in parentheses. All variables in the estimations in columns 1–4 are in logarithms. The LP approach
(column 3) reports results with the proxy variable (i.e. intermediate inputs) and the cost of labour (i.e. wages) as freely variable
inputs. ∗∗∗, ∗∗ and ∗ indicate significance at the 1, 5, and 10 per cent levels, respectively. With the Wooldridge method based
on a generalized method of moments (GMM) setup, observation are treated as lagged as instruments, hence the drop in
sample size in column (4)

Source: authors’ calculations using data from the SARS–NT panel dataset.

5 The LP approach does not allow for fixed effects and assumes that, owing to zero costs, firms are able to adjust some inputs
instantly when subjected to productivity shocks.
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From Table 2, the elasticities of output with respect to capital, labour, and intermediate inputs are pos-
itive and statistically significant across all four estimation approaches. The average sum of output
elasticities—that is, the returns to scale—is 0.5, indicating that outputs across South Africa’s indus-
tries are subject to decreasing returns to scale (DRS).6 The results indicate that firm age and labour
remuneration (wages) affect output positively and the effects are statistically significant. We include
wages as one of the explanatory variables in the specification, leading to the results in Table 2. Syverson
(2010) notes that along with environmental factors such as productivity spillovers, inter-firm differences
in productivity are driven by features of a firm’s operations, including the quality and costs of labour
(and capital). With the functional form of the LP approach allowing for the inclusion of control vari-
ables, we include wages to account for the fact that in the South African context, the costs of labour and
related wage bargaining dynamics are key issues impacting firm output and productivity.

Next, we evaluate the spatial dimensions of the TFP estimates across South African local municipalities,
including the metropolitan municipalities. As a first step, using firm-level employment over the period
2008–14, we plot the distribution of employment by South Africa’s firms operating across the country’s
municipal sphere. Figure 2 shows a distinct concentration of employment in municipalities located in
South Africa’s major economic clusters of Gauteng, Western Cape, KwaZulu–Natal and parts of the
Eastern Cape.

Figure 2: Distribution of firm employment across South Africa’s municipalities: mean values, 2008–14

Source: authors’ creation, based on data from the SARS–NT panel datset and Statistics South Africa Geography Metadata.

We plot the average (predicted) TFP distributions across municipalities in Figure 3. Ordering the pre-
dicted TFP values from highest–to–lowest, we note that, unlike Figure 2, there is some relative disper-
sion in productivity away from the major economic clusters. In particular, we notice that average TFP is
highest in parts of South Africa’s north–west, north-east, and central regions—municipalities located in
parts of the Northern Cape, Free State and North-West, and Mpumalanga provinces, where agriculture
and mining are the dominant economic activities.

6 The finding of returns to scale less than 1 is similar to results reported by Krugell and Rankin (2012).
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Figure 3: Geo-referenced distribution of TFP in South Africa: mean values, 2008–14

Source: authors’ creation, based on data from the SARS–NT panel datset and Statistics South Africa Geography Metadata.

The productivity distribution in Figure 3 does not reveal the complete picture of the evolution of TFP
over the sample period. We thus plot Figure 4 to compare, for each year in the sample period, the mean
TFP estimates for all firms across all sectors between municipalities. We observe that distributions are
consistent with those in Figure 3, with the distribution of municipal TFP data following a certain spatial
pattern: first, a large number of high TFPs are concentrated in a small number of municipalities (deep
blue colour); and second, in later years the TFP measures are much higher and municipalities with higher
TFPs are clustered in geographic space. This pattern indicates that, in relative terms, firms located in
regions of the North-West, Northern Cape, Free State, and Mpumalanga provinces have experienced
a gradual increase in productivity. On the other hand, average productivity in the key economic hubs
around Johannesburg, Cape Town, Durban, Port Elizabeth, and East London have remained relatively
constant over the sample period.

We extend the analysis by examining productivity dynamics across South Africa’s subsectors. Using
the SARS International Standard Industrial Classification of All Economic Activities (ISIC) codes, we
group firms into the 10 broad sectors/industries. From the groups, we select a major subcategory within
the primary, secondary, and tertiary sectors and conduct a sectoral composition of the dataset to derive
TFP estimates for the manufacturing, agriculture, forestry and fisheries, and financial and real estate
subsectors.7 Similar to estimates obtained in the aggregated case, the coefficients on capital and labour
inputs identify a regime of decreasing returns to scale for the different branches of economic activity.
Interestingly, the results show that for all three subsectors considered in Table 3, intermediate inputs
have the most significant impact on firm-level output.

7 The analysis at sectoral level is also informed by the need to provide a proof of concept to exemplify how spatial econometrics
can help in expanding the analysis of the regional spatial dynamics of economic activities classified as productive sectors in
South Africa. The choice of the specific sectors for analysis is informed by the availability of observations for the required
variables needed to estimate the production function in Equation 4.
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Figure 4: The space–time pattern of firms’ TFP: South African municipalities, 2009–14.

Source: authors’ creation, based on data from the SARS–NT panel datset and Statistics South Africa Geography Metadata.
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Table 3: Sectoral estimates of production function using OLS, FE, LP, and Wooldridge approaches

Manufacturing
(1) (2) (3) (4)

Coefficient (variable) OLS FE LP WLDRG

βo 2.259 (0.01)*** 4.960 (0.02)***
βk (k) 0.02 (0.000)*** 0.01 (0.000)*** 0.011 (0.001)*** 0.015 (0.001)***
βl (l) 0.049 (0.001)*** 0.067 (0.001)*** 0.04 (0.001)*** 0.152 (0.001)***
βm (m) 0.637 (0.000)*** 0.563 (0.000)*** 0.557 (0.04)*** 0.185 (0.001)***
βwages (Labour costs) 0.255 (0.000)*** 0.148 (0.001)*** 0.181 (0.02)*** 0.692 (0.009)***

Observations 148330 148330 148330 95503
R2 0.951 0.677

Agriculture, fisheries, and forestry
βo 2.940 (0.05)*** 7.356 (0.115)***
βk (k) 0.02 (0.002)*** 0.02 (0.002)*** 0.03 (0.01)*** 0.02 (0.003)***
βl (l) 0.052 (0.01)*** 0.105 (0.007)*** 0.059 (0.01)*** 0.181 (0.01)***
βm (m) 0.521 (0.002)*** 0.350 (0.005)*** 0.404 (0.02)*** 0.128 (0.02)***
βwages (labour costs) 0.337 (0.004)*** 0.192 (0.006)*** 0.380 (0.05)*** 0.585 (0.03)***

Observations 14650 14650 14650 8603
R2 0.870 0.436

Finance and real estate
βo 3.563 (0.03)*** 7.247 (0.06)***
βk (k) 0.03 (0.001)*** 0.014 (0.001)*** 0.022 (0.003)*** 0.03 (0.002)***
βl (l) 0.086 (0.002)*** 0.126 (0.004)*** 0.058 (0.003)*** 0.216 (0.004)***
βm (m) 0.428 (0.001)*** 0.368 (0.002)*** 0.423 (0.02)*** 0.124 (0.013)***
βwages (Labour costs) 0.343 (0.000)*** 0.182 (0.000)*** 0.241 (0.03)*** 0.666 (0.005)***

Observations 46,109 46,109 46,109 24,890
R2 0.853 0.487

Notes: † Standard errors in parentheses. All variables in the estimations in columns 1–4 are in logarithms. The LP approach
(column 3) reports results with the proxy variable (i.e. intermediate inputs) and the cost of labour (i.e. wages) as freely variable
inputs. ***, **, and * indicate significance at the 1, 5, and 10 per cent levels, respectively.

Source: authors’ compilation based on the SARS–NT panel dataset.

5.2 Estimates of the SAR model

The analysis of the space-–time dynamics of firm-level TFP in South Africa from a geographical per-
spective is carried out in two steps. First, we test for the existence of significant spatial patterns and
associations between the TFP and its determinants. For the second stage, we integrate the knowledge
production function with the spatial panel Durbin model to estimate the space-–time relationship be-
tween TFP and its covariates. In estimating the space–time relationship, we account for each variable’s
local effects and spatial externalities, and on this basis investigate the existence and extent of direct and
indirect spillover effects.

For the explanatory spatial analysis, indicators of spatial autocorrelation of Moran’s I type was applied
to our productivity data, to detect forms of spatial heterogeneity (Haining 2003). To estimate Moran’s I
index, we applied two techniques: global and local indices of spatial autocorrelation.

The global Moran’s I statistic gives a formal indication of the degree of linear association between the
spatial units and their neighbours (Yu and Weie 2008). This statistic is specified as:

17



It =
N ∑

N
i=1 ∑

N
j=1 wi jZi,tZ j,t

S0 ∑
N
i=1 ∑

N
j=1 wi jZi,tZ j,t

(17)

where wi j is an element of a spatial weight’s matrix W, which describes the spatial arrangement of all
spatial units in the sample. The observations Zi,t and Zi, j are deviations of an attribute for feature i
(or j) from its mean (xi− X̂) at time t. Finally, N is the number of observations in the sample and S0
is a scaling factor to sum all the elements of W . The estimated Moran’s score is used to test the null
hypothesis which claims that feature values are randomly distributed across the study area. The global
Moran’s I value ranges from −1, indicating perfect dispersion, to 1, indicating perfect autocorrelation.
Value of Moran’s score close to 0 suggests a random spatial dispersion (Stankov et al. 2017). With
highly robust significance (p-values of 0.000), the empirical values of the Moran’s I statistic averaged
0.60 over the sample period (see Table 4). We thus reject the null hypothesis and conclude that over
the entire sample period, there is positive spatial autocorrelation and this indicates that highly clustered
patterns of economic activity persists across South Africa’s municipalities.

Table 4: Global Moran’s I, z-scores, and p-values from 2001 to 2013

Year Global Moran’s I z-score p-value

2008 0,611 12.275 0.00
2009 0.613 30.795 0.00
2010 0.613 31.08 0.00
2011 0.609 31.08 0.00
2012 0.606 30.89 0.00
2013 0.699 31.051 0.00
2014 0.596 30.973 0.00

Source: authors’ compilation based on the SARS–NT panel dataset.

In examining spatial patterns of economic phenomena, it is important to also identify local hotspots
or areas where economic activity is extremely pronounced across localities, as well as spatial outliers
(Oliveau and Guilmoto 2005; Ord and Getis 1995). While the advantage of the global Moran’s I lies in
its simplicity, a major limitation is that the estimation in Equation 18 tends to average local variations
in the strength of spatial autocorrelation. To address this drawback, we apply the local index of spatial
association as a mechanism to identify areas where values of a variable of interest are both extreme and
geographically homogeneous. This approach is most useful when, in addition to global trends in the
entire sample of observations, there exist also pockets of localities displaying homogeneous values that
do not follow the global trend. The standard tool to examine local autocorrelation is Anselin’s (1995)
local indicator of spatial association (LISA). Considered the local equivalent of Moran’s I, the value of
a LISA—that is, the local Moran’s statistic for each observation i—is written as:

It =
Zi ∑

N
i=1 wi jz j

∑
N
j

Z2
j

N

(18)

where zi and z j are deviations from the mean. Under the null hypothesis of no spatial autocorrelation,

the expected value of Ii is E(Ii) =
−∑

N
j Wi j

N−1
. According to Wang et al. (2016), when Ii > E(Ii), the

observation i of interest is characterized by positive spatial correlation (and vice versa when Ii < E(Ii)).
Estimates from Equation 19 can be used to plot a significance map that depicts locations with significant
local Moran statistics and allows for influential observations to be identified. However, the hotspots
identified using the LISA method only reflect a particular type of spatial associations, namely high
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values surrounded by high values (high-–high). Thus, one drawback of the LISA significance map is
its failure to denote other spatial association types (e.g. low-–high, low—low, and high—low). Noting
that the visualization of spatial patterns cannot be solely based on hotspots, (Ye and Wu 2011) suggest
a temporal stability mapping of hot spots. Such mapping is achieved by overlaying significant spatial
associations at different years, thus allowing for the incorporation of the temporal nature of economic
development and activities. Given the focus of this paper in assessing the spatial dimensions of the
impact of agglomeration on productivity, we conduct a temporal stability mapping for TFP and the
measure of agglomeration. The results are presented in Figures 5 and 6.

From the visualization of agglomeration, we observe that 11 categories of temporal stability are iden-
tified in Figure 5. If a municipal-level unit remains a significant agglomeration spot over the 2009–14
period, it is identified as ‘1, 1, 1, 1, 1, 1’. A municipality is labelled ‘1, 1, 1, 0, 0, 0’ if it is a significant
spot except in the first three years of the sample period, but not after 2011. Hence, the label ‘0, 0, 0, 0, 0,
0’ suggests that the corresponding region has never been a significant spot in any of the six years anal-
ysed in the study. Figure 5 indicates that 116 municipalities are identified in 10 types of significant spots
(blue to dark blue), mostly in the provinces of Gauteng, Free State, KwaZulu-Natal, Limpopo, Northern
Cape, and Western Cape, creating three clear belts of economic agglomerations in the country.

Figure 6 shows the spatial extent of significant TFP spots (hotspots) over time. Overall, 66 municipalities
were identified in 34 types of hotspots (light blue to dark blue). A sizeable number of municipalities in
provinces of Gauteng, Free State, KwaZulu-Natal, and Limpopo had high TFP returns in at least three
of the years under study (light to dark blue),creating concentrated centres with high TFP returns.

Figure 5: Temporal significant spots of agglomeration (effective density), 2009–14

Source: authors’ creation, based on data from the SARS–NT panel datset and Statistics South Africa Geography Metadata.
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Figure 6: Temporal significant spots of TFP 2009–14

Source: authors’ creation, based on data from the SARS–NT panel datset and Statistics South Africa Geography Metadata.

By extending the stability temporal mapping and overlaying significant spots for TFP and the measure
of agglomeration economies, we obtain a map of comprehensive ‘significant’ spots. Figure 7 shows
that with this overlap, three provinces—KwaZulu-Natal, Gauteng, and Free State—have a relatively
higher number of municipalities with significant overlapping hotspots over the years. We also observe
that the agglomeration measure has a stronger influence on the space-–time distribution of TFP in the
municipalities where the two variables (TFP and agglomeration) have more coupled spatial units. Figure
7 also shows that some municipalities, especially in Northern Cape, have ‘significant’ agglomeration
spots but not for TFP. The opposite is the case in Free State, where we have significant spots of TFP
but not agglomeration. This could be mainly due to the sectors located in these regions, and their
contribution to the overall TFP.
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Figure 7: Comprehensive significant spots: TFP and agglomeration, 2009–14

Source: authors’ creation, based on data from the SARS–NT panel datset and Statistics South Africa Geography Metadata.

The preliminary results obtained from the global and local indices of spatial autocorrelation suggests
the presence of productivity spillovers originating from firms’ agglomeration or clustering. This allows
us to adopt a spatial panel model in estimating the space–time dynamics of the determinants of TFP in
South Africa. As the spatial framework allows firm-specific characteristics (firm age) and local market
conditions (concentration (i.e. HHI) and agglomeration (i.e. Ui)), to influence firms in neighbouring
regions, their spatial lags are also included as regressors. With this inclusion, the version of Equation 14
to be estimated becomes:

ln(t f p)it = λWi jln(t f p)it +β1Ageit +β2HHIit +β3Uit

+Wi jAgeit +Wi jHHIit +Wi jUit + εit
(19)

where, as before, ln(t f p)it represents estimates of aggregate TFP (for a generic firm i at time t), λ is
the spatial autoregressive parameter associated with the spatial lag of TFP (i.e. W ln(t f p)it), with W
accounting for the weighted contributions of the productivity levels, firm age, market concentration, and
agglomeration pertaining to firms in a neighbouring region j. εt is a pure idiosyncratic error term. The
fitted version of Equation 19 is difficult to interpret as the estimated coefficients are a combination of
direct and indirect effects. Direct effects provide the influence of the spatial unit on itself while indirect
effects are spillover effects that capture the effects that spatial units have on other spatial units. From the
fitted model, we split out these effects and summarize the results in Table 5.
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Table 5: Estimates of the spatial model: all industries/sectors

(1) (2) (3) (4)
Variable RE RE-II FE FE-II

Direct effect
Agglomeration 0.04*** 0.02 0.67 0.144

(0.02) (0.02) (0.51) (0.84)

HHI 0.09*** 0.09*** 0.08*** 0.07***
(0.01) (0.01) (0.01) (0.01)

Firm age 0.06** 0.07** 0.04 0.05
(0.03) (0.03) (0.03) (0.03)

Spatial spillover (indirect) effects
Agglomeration –0.002 0.02 –0.06 0.49

(0.002) (0.01) (0.05) (0.43)

HHI –0.004 0.04 –0.01* 0.01
(0.003) (0.06) (0.01) (0.02)

Firm age –0.003 –0.02 –0.04 0.01
(0.002) (0.06) (0.01) (0.05)

Total effect
Agglomeration 0.035*** 0.035* 0.70 0.64

(0.02) (0.02) (0.51) (0.50)

HHI 0.08*** 0.135*** 0.11*** 0.09***
(0.01) (0.03) (0.03) (0.02)

Firm age 0.06*** 0.04 0.04 0.06
(0.02) (0.06) (0.05) (0.06)

Observations 1,128 1,128 1,128 1,128
Number of groups
(spatial units) 188 188 188 188

Notes: standard errors in parentheses. RE denotes spatial random effects model while RE-II is a spatial random effects model
that includes spatial lags for covariates and error term. FE denotes spatial fixed effects model while FE-II is a spatial fixed
effects model that includes spatial lags for covariates and error term. ***, **, and * indicate significance at the 1, 5, and 10 per
cent levels, respectively.

Source: authors’ compilation based on the SARS–NT panel dataset.

From the estimates in Table 5, we note that direct effects are more pronounced than spillover effects.
Across all model specifications, the direct effects of industrial clustering, market power, and firm expe-
rience in an industry or sector are positive. Specifically, across firms for which comprehensive data is
available, a 1 per cent increase in a firm’s market power will cause its productivity to increase by almost
0.1 per cent. The coefficient of market power (the HHI variable) is also statistically significant. The
results also show that in the case of the spatial random effects model, a 1 per cent increase in firm age
causes a statistically significant 0.07 per cent increase in firm productivity. This suggests that as firms
mature in a particular industry/sector, they benefit from their greater business experience, established
contacts with customers, and easier access to resources—that is, positive ‘learning-by-doing effects’.
The spillover effects of the independent covariates are mixed and largely insignificant. This suggests
that market conditions and firm-specific characteristics in neighbouring spatial units do not impact pro-
ductivity levels of firms. Combining both effects (i.e. the total effects case), we find that increases in
firm clustering, the degree of a firm’s market concentration, and duration of firm operation, have positive
effects on productivity. These positive effects are statistically significant in the spatial random effects
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model where a 1 per cent increase in the clustering or agglomeration of a sector/industry a firm belongs
to and its market share raises productivity by approximately 0.04 and 0.14 per cent, respectively.

As far as the sectoral composition of the dataset is concerned, we extend the analysis and present results
for the manufacturing sector, which makes up over 30 per cent of firm classifications included in the tax
administration database. Coefficient estimates presented in Table 6 indicate that for firms operating in the
manufacturing sector, firm age is a critical driver of productivity. For the different model specifications,
a 1 per cent increase in firm age results in productivity gains ranging between 0.12 and 0.15 per cent.
In the spatial fixed effects model, increase in age of firms located in a neighbouring region generates
a statistically significant and positive spillover effect (of 0.21 per cent). Across the different model
specifications, the results show that when both direct and indirect effects are combined, a 1 per cent
increase in firm age will cause firm productivity to increase by values ranging from 0.12 to 0.34 per
cent.

Table 6: Estimates of the spatial model: manufacturing sector

(1) (2) (3) (4)
Variable RE RE-II FE FE-II

Direct effect
Agglomeration 0.01 0.01 0.63 0.35

(0.02) (0.02) (0.69) (0.51)

HHI 0.26 0.28 –0.01 0.01
(0.20) (0.21) (12.54) (15.53)

Firm age 0.12** 0.12*** 0.15*** 0.15***
(0.03) (0.03) (0.03) (0.03)

Spatial spillover (indirect) effects
Agglomeration 0.0003 –0.01 0.03 0.18

(0.0009) (0.01) (0.45) (0.49)

HHI 0.01 0.05 –0.01 –0.03
(0.01) (0.09) (12.26) (15.89)

Firm age 0.004 0.07 0.01 0.21**
(0.005) (0.08) (0.01) (0.01)

Total effect
Agglomeration 0.01 0.001 0.56 0.53

(0.02) (0.03) (0.89) (0.91)

HHI 0.266 0.33 –0.01 –0.01
(0.21) (0.28) (24.80) (31.42)

Firm age 0.12*** 0.19** 0.34** 0.35***
(0.03) (0.08) (0.06) (0.09)

Observations 912 912 912 912
Number of groups
(spatial units) 152 152 152 152

Note: standard errors in parentheses. RE denotes spatial random effects model while RE-II is a spatial random effects model
that includes spatial lags for covariates and error term. FE denotes the spatial fixed effects model while FE-II is a spatial fixed
effects model that includes spatial lags for covariates and error term. ***, **, and * indicate significance at the 1, 5, and 10 per
cent levels, respectively.

Source: authors’ compilation based on the SARS–NT panel dataset.
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6 Conclusion

Using the comprehensive SARS–NT tax administration panel, this paper explores the space–time dy-
namics of TFP at the municipal level in South Africa from 2009 to 2014. The quantitative approach
implemented in the paper consists of two independent components: estimating firm-level productivity
and estimating the determinants of productivity using a SAR model. In brief, estimates of the produc-
tion function using the Levinsohn and Petrin (2003) method indicate that intermediate inputs have the
highest impact on firm productivity, a finding that is robust to estimations of production functions for
subsectors of economic activity. In terms of distribution, productivity is relatively higher in firms located
in regions/municipalities outside key economic clusters in Gauteng, KwaZulu–Natal, Western Cape, and
parts of the Eastern Cape.

The geo-locational information contained in the SARS–NT panel allows us to analyse the determinants
of firm-level productivity using a framework that accounts for the effects of firm-specific characteris-
tics and local market conditions. Temporal stability mapping shows the distribution of municipal TFP
data tends to follow a spatial pattern, with the agglomeration measure having a strong influence on the
space-–time distribution of TFP with coupled spatial units or municipalities. With geographical depen-
dencies confirmed by both local and global spatial indices of spatial autocorrelation, a SAR model is
used to investigate the direct and indirect effects of agglomeration, firm age, and market concentration
on firm-level productivity. Our results indicate that the direct effects of industry clustering, duration of
firm existence, and share of market are more pronounced than spillover effects. This suggests that clus-
tering with other firms, having increased market power, and extended period of existence/operations in a
particular region have a greater impact on a firm’s productivity than market conditions and firm-specific
characteristics associated with firms located in neighbouring regions or municipalities.

Given the findings and ongoing revisions to the tax administrative database, future work will benefit
from further geographical analysis focusing on specific sectors that are of key interest to industrial
development policy and the evaluation of government policies around economic zoning.
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